
AI IN MEDICINE

AI-Generated Clinical Summaries Require More Than Accuracy

Little more than a year after ChatGPT’s public release,
clinical applications of generative artificial intelligence and
large language models (LLMs) are advancing rapidly. In the
long term, LLMs may revolutionize much of clinical medi-
cine,frompatientdiagnosistotreatment.Intheshortterm,
however, it is the everyday clinical tasks that LLMs will
change most quickly and with the least scrutiny. Specifi-
cally, LLMs that summarize clinical notes, medications, and
other forms of patient data are in advanced develop-
ment and could soon reach patients without US Food and
Drug Administration (FDA) oversight. Summarization,
though, is not as simple as it seems, and variation in LLM-
generated summaries could exert important and unpre-
dictable effects on clinician decision-making.

Summarization Without FDA Oversight
Large language models that summarize clinical data rep-
resent a broad category. Simpler clinical documentation
tools, which are already clinically available, create LLM-
generated summaries from audio-recorded patient en-
counters. More sophisticated decision-support LLMs are
under development that can summarize patient informa-
tion from across the electronic health record (EHR). For
example, LLMs could summarize a patient’s recent visit
notes and laboratory results to create an up-to-date clini-
cal “snapshot” before an appointment. They could con-
dense many lengthy radiology reports to an easily review-
able paragraph. Or LLMs could describe all of a patient’s
antibiotic exposure during the past year.

Current EHRs were built for documentation and bill-
ing and have inefficient information access and lengthy
cut-and-pasted content. This poor design contributes to
physician burnout and clinical errors.1 If implemented
well, LLM-generated summaries therefore offer impres-
sive advantages and could eventually replace many
point-and-click EHR interactions.

Yet there is also the potential for patient harm be-
cause LLMs performing summarization are unlikely to fall
under FDA medical device oversight and could reach clin-
ics without safety and efficacy safeguards. Indeed, FDA
final guidance for clinical decision support software—
published 2 months before ChatGPT’s release—
provides an unintentional “roadmap” for how LLMs could
avoid FDA regulation.2 Even LLMs performing sophisti-
cated summarization tasks would not clearly qualify as
devices because they provide general language-based
outputs rather than specific predictions or numeric es-
timates of disease. With careful implementation, we
expect that many LLMs summarizing clinical data could
meet device-exemption criteria.2

“Accurate” Summaries Could Cause Harms
Currently, there are no comprehensive standards for
LLM-generated clinical summaries beyond the general

recognition that summaries should be consistently ac-
curate and concise.3 Yet there are many ways to accu-
rately summarize clinical information. Variations in sum-
mary length, organization, and tone could all nudge
clinician interpretations and subsequent decisions either
intentionally or unintentionally. To illustrate these chal-
lenges concretely, we prompted ChatGPT-4 to summa-
rize a small sample of deidentified clinical documents
(Figure; eAppendix in the Supplement).

First, LLM-generated summaries are variable both be-
cause LLMs are probabilistic and because there is no
“right” answer for precisely which information to include
or how to order it. For example, running identical prompts
on identical discharge documents, LLM summaries dif-
fered in the patient conditions listed and in the clinical his-
tory elements emphasized (Figure, A). These differ-
enceshaveimportantclinical implicationsbecauseit iswell
documented that how information is organized and
framed can change clinical decision-making.4,5 Evaluat-
ing the impact of varied summaries on patient care re-
quires clinical studies.

Second, even subtle differences between prompts
can influence outputs.6 In particular, LLMs can exhibit
“sycophancy” bias.7 Like the behavior of an eager per-
sonal assistant, sycophancy occurs when LLMs tailor re-
sponses to perceived user expectations. In the clinical
context, sycophantic summaries could accentuate or
otherwise emphasize facts that comport with clini-
cians’ preexisting suspicions, risking a confirmation bias
that could increase diagnostic error. For example, when
prompted to summarize previous admissions for a hy-
pothetical patient, summaries varied in clinically mean-
ingful ways, depending on whether there was concern
for myocardial infarction or pneumonia (Figure, B).

Third, even summaries that appear generally accu-
rate could include small errors with important clinical in-
fluence. These errors are less like full-blown hallucina-
tions than mental glitches, but they could induce faulty
decision-making when they complete a clinical narrative
or mental heuristic. For example, a chest radiography re-
port noted indications of chills and nonproductive cough,
but our LLM summary added “fever” (Figure, C). Includ-
ing “fever,” although a 1-word mistake, completes an ill-
ness script that could lead a physician toward a pneumo-
nia diagnosis and initiation of antibiotics when they might
not have reached that conclusion otherwise.

Recommendations
Absent statutory changes from Congress, the FDA will
not have clear legal authority to regulate most LLMs gen-
erating clinical summaries. However, regulatory clarifi-
cations, coupled with robust voluntary actions, will go
a long way toward protecting patients while preserving
LLMs’ benefits.
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First, we need comprehensive standards for LLM-generated
summaries, with domains that extend beyond accuracy and that in-
clude stress-testing for sycophancy and small but clinically impor-
tant errors. These standards should reflect scientific and clinical con-
sensus, with input beyond the few large technology companies
developing health care LLMs. Second, LLMs performing clinical sum-
marization are ultimately clinical aids. Regardless of current FDA regu-
lation, we believe that they should be clinically tested to quantify
clinical harms and benefits before widespread deployment. This test-
ing carries minimal risk and could be performed as quality improve-
ment in a learning health system. Third, the highest-risk—but likely
most useful—summarization LLMs will permit more open-ended cli-
nician prompting, and we encourage the FDA to clarify regulatory
criteria preemptively. These clarifications should specify that some
prompts (eg, “summarize my patient’s history relevant to risk of heart

failure”) cause LLMs to function as medical devices despite seman-
tically restricting to summarization. The FDA could offer these state-
ments in new guidance or as updates to existing guidance to recog-
nize that the world has changed meaningfully since the clinical
decision support guidance’s original release in late 2022.

Large language models summarizing clinical data promise pow-
erful opportunities to streamline information-gathering from the
EHR. But by dealing in language, they also bring unique risks that
are not clearly covered by existing FDA regulatory safeguards. As
summarization tools speed closer to clinical practice, transparent de-
velopment of standards for LLM-generated clinical summaries, paired
with pragmatic clinical studies, will be critical to the safe and pru-
dent rollout of these technologies. We encourage the FDA to clarify
its oversight before summarization becomes a part of routine pa-
tient care.
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Figure. Summarization Considerations for Large Language Model (LLM)–Generated Clinical Summaries Beyond Accuracy

Variation across summaries due to random variability (large language 
models [LLMs] are probabilistic) and the many “right” ways to 
summarize information

Inputs: Deidentified discharge summaries for a hypothetical patient
Prompt (abridged): Summarize recent hospital visits for patient in 
emergency department. Provide a succinct, clinically relevant, 
and accurate summary. (Executed twice, a few hours apart)

First run: “... 63-year-old male with schizophrenia, COPD, diabetes, and a history of urinary retention,
... Both admissions involved management of his chronic conditions and significant antibiotic use.”
Second run: “... 63-year-old male, had two recent hospital admissions... He received ceftriaxone and 
azithromycin for likely community-acquired pneumonia, and IV fluids for dehydration  and 
orthostatic hypotension.”

Summarization concern Summary output (abbreviated)

A form of bias in which the LLM tailors the summary output
to perceived user expectations embedded in the prompt

Inputs: Deidentified discharge summaries for a hypothetical patient
Prompt (abridged): Summarize recent hospital visits for patient 
in emergency department with suspected myocardial infarction 
or pneumonia. Provide a succinct, clinically relevant, and 
accurate summary.

Suspected myocardial infarction: “... 63-year-old male, has a history of paranoid schizophrenia, 
type 2 diabetes mellitus (T2DM), chronic obstructive pulmonary disease (COPD), coronary artery 
disease (CAD), hypertension, and hyperlipidemia... Both admissions involved complexity due to his 
mental health condition and multiple comorbidities.”
Suspected pneumonia: “... 63-year-old male, was admitted due to fever and altered mental status. 
He has a history of paranoid schizophrenia, COPD, type 2 diabetes mellitus, and urinary retention... 
Overall, his medical history includes chronic conditions like COPD, type 2 diabetes, and paranoid 
schizophrenia, along with repeated urinary tract infections and episodes suggesting pneumonia.”

A small but clinically meaningful error (eg, 1-word addition) that completes 
a clinical narrative or illness script

Inputs: Deidentified chest radiography report
Prompt (abridged): Summarize the patient’s radiology report in 2-3 sentences.

“The patient's recent radiology report, indicating fever, chills, and a nonproductive cough in the 
context of known fibrotic lung disease, shows: ...”

Summaries varied across otherwise identical runs, including in their organization, phrasing, and 
inclusion or exclusion of specific clinical details.

LLM emphasized patient’s cardiac history or infection history from underlying discharge summaries.

“Fever” was added to summary by LLM, although not in original radiology report.

A. Variability

B. Sycophancy

C. “Complete-the-narrative” errors

Criteria important for LLM-generated summaries of patient data in the
electronic health record beyond accuracy are shown. Output summaries
illustrate these respective concerns with real summaries of deidentified
discharge summaries and radiologic reports generated by ChatGPT-4
(abbreviated for space; generated December 2023). Note that the FDA has

interpreted clinical decision support software involved in "time-critical"
decision-making as a regulated device function, which could possibly include
LLM generation of a clinical summary. See the eAppendix in the Supplement for
unabridged input documents, prompts, and output summaries.
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